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REVISITING ``COMPUTATION OF MATRIX CHAIN PRODUCTS""\ast 

ODED SCHWARTZ\dagger AND ELAD WEISS\dagger 

Abstract. The matrix chain ordering problem aims to reduce the number of arithmetic opera-
tions required for evaluating the product of N matrices. Using a dynamic programming algorithm
this problem can be solved in O(N3) time. Hu and Shing obtained a sophisticated algorithm that
solves the problem in O(N logN) [SIAM J. Comput., 11 (1982), pp. 362--373]. Unfortunately, as we
show here, the correctness proof of their algorithm is wrong. This flaw affects another algorithm for
the same problem, by Wang, Zhu, and Tian (2013), and algorithms for many other problems that use
chain matrix multiplication as a building block. We present an alternative proof for the correctness
of the first two algorithms and show that a third algorithm by Nimbark, Gohel, and Doshi (2011) is
beyond repair.
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1. Introduction. Given a chain multiplication of N matrices with dimensions
p1, . . . , pN+1, the number of scalar multiplications required is determined by the order
of multiplication, namely, by the parentheses assignment. The objective of the matrix
chain ordering problem (MCOP) is to find an optimal such parentheses assignment.
The dynamic programming algorithm of Godbole [4] solves this problem in O(N3). Hu
and Shing obtained an O (N logN) algorithm for the problem [5, 6, 7] by reducing it
to finding the optimal triangulation of a convex polygon (see Definition 2.8 in section
2). Unfortunately, the proof of one of the fundamental lemmas in [7] is incorrect:
Lemma 1 of [7] whose proof was omitted from the journal version and provided only
on page 3 of Part ii in [5]. Wang, Zhu, and Tian obtained a simpler O (N logN)
algorithm [16]. However, they rely on the correctness of Hu and Shing, particularly
on the erroneous proof. Other works also build on Hu and Shing's algorithm ([18, 17,
3, 2, 9, 8, 11, 13, 12, 15] is a partial list). We explain the flaw in the proof and present
an alternative proof, suggested by Shing [14].

We note that Bradford, Rawlins, and Shannon obtained a parallel polylogarithmic
MCOP algorithm with total work O

\bigl( 
N log1.5 N

\bigr) 
[1]. This algorithm is independent

of Hu and Shing's, hence it is not affected by our findings.
Also, a greedy algorithm for solving MCOP was proposed in [10], which does not

depend in any way on Hu and Shing's. We prove that this algorithm is incorrect by
providing a counterexample.
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Fig. 1. Vertex indexes of an 8-gon. Vertex weights are 10, 16, 24, 10, 64, 16, 32, 64, going clockwise.

Our contribution. In section 2 we provide preliminaries. In section 3 we bring
the lemma and the proof of [5] and explain the flaw in their proof. We then provide a
corrected proof by Shing [14]. In section 4 we provide a counterexample to the greedy
algorithm of [10].

2. Preliminaries. We next provide the required definitions from [5].

Definition 2.1. n-gon: An n-gon is a convex polygon with n vertexes. In a
weighted n-gon, each vertex v is assigned a positive integer weight, w(v). We adapt
the notation of [5] and denote the edge connecting v and u by v  - u.

Definition 2.2. Vertex ordering: Given an n-gon, we define an order on the n
vertexes as follows. The smallest vertex is chosen to be the vertex with the smallest
weight. If there are more than one such vertex, then it is arbitrarily chosen from that
set. Then, we define u < v if w(u) < w(v), or if w(u) = w(v) and u is closer to the
smallest vertex traversing clockwise.

Definition 2.3. Vertex indexing (see Figure 1): We assign each vertex an index
from the set [n] to reflect the vertexes order. The smallest vertex is v1, and the largest
is vn. From now on, we also use these indexes to denote the weights: wi is the weight
of vertex vi.

Definition 2.4. Edge ordering: We say that an edge vi  - vj is smaller than an
edge vp  - vq if min \{ i, j\} < min \{ p, q\} , or if min \{ i, j\} = min \{ p, q\} and max \{ i, j\} <
max \{ p, q\} .

Definition 2.5. Polygon triangulation (see Figure 1): A triangulation of a con-
vex n-gon is a set of n  - 2 nonintersecting arcs. The cost of a triangulation is the
sum of the costs of all the triangles in the triangulation. The cost of a triangle is the
product of the weights of its vertexes.

Definition 2.6. The l-optimal partition: A partition of an n-gon is a set of edges
forming a triangulation of the n-gon. An optimal partition is a partition of minimum
cost. If more than one partition minimizes the cost, among all optimal partitions, we
define the lexicographically optimal (l-optimal) partition to be the optimal partition of
smallest lexicographic order of edges.

Definition 2.7. A fan: A fan is a partition containing all arcs between v1 and
the other vertexes of the n-gon.
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Definition 2.8. The reduction: Given a matrix chain multiplication of length
N , it can be reduced to a convex polygon with N + 1 vertices, with the N + 1 matrix
dimensions as the vertices weights. A triangulation of this polygon corresponds to a
parentheses assignment on the matrix chain. Each of the N  - 2 triangles corresponds
to a matrix multiplication instance. The cost of a triangle is exactly the cost of
multiplying two matrices with dimensions equal to the vertices weights.

Definition 2.9. Horizontal and vertical arcs: Consider a 4-gon vx, vw, vz, vy
(vertices ordered clockwise). An arc vx - vz is a vertical arc (with respect to the 4-gon)
if min \{ wx, wz\} < min \{ wy, ww\} , or min \{ wx, wz\} = min \{ wy, ww\} and max \{ wx, wz\} \leq 
max \{ wy, ww\} . An arc vx - vz is called a horizontal arc (w.r.t the 4-gon) if min \{ wx, wz\} 
> min \{ wy, ww\} and max \{ wx, wz\} < max \{ wy, ww\} . For brevity, we use h-arcs and
v-arcs to denote horizontal arcs and vertical arcs, respectively.

Definition 2.10. Potential horizontal arcs: Consider an arc vx  - vz in an n-
gon. Let vw be the vertex with smallest weight among all vertices between vx and
vz, traversing clockwise. Let vy be the vertex with smallest weight among all vertices
between vz and vx, traversing clockwise. The arc vx  - vz is a potential horizontal arc
if vy < vx < vz < vw.

Lemma 2.11 (see Corollary 1 in [5, Part 1, page 12]). For every way of choosing
v1, v2, . . . , (as prescribed), the l-optimum partition always contains v1 - v2 and v1 - v3.

Lemma 2.12 (see Corollary 3 in [5, Part 1, page 17]). All arcs in an optimum
partition are either v-arcs or h-arcs.

Lemma 2.13 (see Corollary 4 in [5, Part 1, page 19]). If vx - vz is an h-arc of an
optimal partition then vx  - vz is a potential horizontal arc.

3. Lemma's proof correction. We first cite Lemma 1 in [5] (see Part ii, page
3) and its proof:

Lemma 3.1. If none of the potential h-arcs appears in the l-
optimum partition of the n-gon, the l-optimum partition must be the
fan of the n-gon.

Proof text as given in [5]. From Theorem 3 of Part I, we know
that any arc which exists as an h-arc in the l-optimum partition
must be a potential h-arc. Hence, if the l-optimum partition does not
contain any potential h-arc, the l-optimum partition must be made
up of v-arcs only. Hence, we have to show that among all partitions
which are made up of v-arcs only, the fan is (i) the lexicographically
smallest and (ii) one of the cheapest partitions in the n-gon.

(i) Since the fan consists of only v-arcs joining v1 to all other ver-
tices in the n-gon, it is by definition the lexicographically small-
est partition.

(ii) Suppose the l-optimum partition contains v-arcs only but is not
the fan. There must exist three vertices vi, vj , vk such that the
triangles (v1, vi, vj), (vi, vj , vk) are present in the l-optimum par-
tition. Since vi  - vj is a v-arc (by assumption) and v1 is the
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smallest vertex in the n-gon, we have w1 = min \{ wi, wj\} and
max \{ wi, wj\} \leq wk. If we replace the arc vi  - vj with the arc
v1 - vk we can get a partition whose cost is less than or equal to
that of the l-optimum partition but is lexicographically smaller
than the l-optimum partition, and results in a contradiction.

The last transition in the proof, marked in italic, is erroneous because it implicitly
assumes that

w1 \cdot wi \cdot wj + wi \cdot wj \cdot wk > w1 \cdot wi \cdot wk + w1 \cdot wj \cdot wk.

However, since wi = w1 and wj \leq wk

w1 \cdot wi \cdot wj + wi \cdot wj \cdot wk \leq w1 \cdot wi \cdot wk + w1 \cdot wj \cdot wk,

making the last transition in their proof incorrect. This lemma is crucial for the
correctness of their algorithm (both the version in [5] and in [7]).

Furthermore, the algorithm of Wang, Zhu, and Tian relies on this lemma as well
(see Theorem 1, page 704 in [16]).

3.1. Corrected proof. We present a corrected proof by Shing [14].

Proof of Lemma 3.1. Suppose the l-optimum partition contains v-arcs only but
is not the fan. There must exist three vertices vi, vj , vk such that the triangles
(v1, vi, vj), (vi, vj , vk) are present in the l-optimum partition. Since the original n-
gon is l-optimally partitioned, the subpolygon v1, vi, . . . , vk, . . . , vj which is formed
by the arcs v1  - vi, v1  - vj and the sides of the n-gon from vi to vj in the clockwise
direction must also be l-optimally partitioned. Since vi and vj are the only vertices
adjacent to v1 in the l-optimum partition of the subpolygon, it follows from Lemma
2.11 that one of \{ vi, vj\} must be the second smallest vertex and the other must be
the third smallest vertex in the subpolygon. Hence, for each vertex vm between vi
and vj , we have either v1 \leq vi \leq vj \leq vm if vi is the second smallest vertex or
v1 \leq vj \leq vi \leq vm if vj is the second smallest vertex, which implies that vi  - vj is a
potential h-arc in the original n-gon, a contradiction.

4. Another algorithm based on Hu and Shing's. Wang, Zhu, and Tian
[16] build on the algorithm of Hu and Shing [5] and some of their theorems, to obtain
a simplified version of the O(NlogN) algorithm. However, Lemma 1 of [5] is at the
heart of their construction (see Theorem 1, page 704 in [16]). Hence the corrected
proofs are vital to the correctness of their algorithm as well.

5. A greedy \bfitO (\bfitN ) algorithm. Nimbark, Gohel, and Doshi [10] presented an
O(N) greedy algorithm for finding the optimal parentheses assignment (see Algo-
rithm 1). Unfortunately, their algorithm is incorrect, as the following counterexample
demonstrates.

Consider the matrix product A1A2A3, where the dimensions are 2, 1000, 999, 10.
The greedy algorithm results with the parentheses assignment (A1(A2A3)). This
costs 999 \cdot 10 \cdot 999 + 2 \cdot 1000 \cdot 10 = 10, 000, 010. However, the optimal assignment is
((A1A2)A3) with cost 2 \cdot 1000 \cdot 999 + 2 \cdot 999 \cdot 10 = 2, 017, 980.
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Algorithm 1 Greedy Algorithm.

1: Let P = A1 \cdot A2 \cdot . . . \cdot An be a chain multiplication instance of n matrices.
2: Let ai - 1, ai be the dimensions of matrix Ai.
3: Let LcolOrder be a list of the matrices A1,...,n sorted by their column dimension

in descending order.
4: Let LrowOrder be a list of the matrices A1,...,n sorted by their row dimension in

descending order.
5: while LcolOrder contains more than one matrix do
6: Let Ak be the last element in LcolOrder.
7: Let Aj be the last element in LrowOrder for which Aj \cdot Ak is a valid matrix mul-

tiplication (e.g., Aj 's columns dimension is the same as Ak's rows dimension).

8: Put a new pair of parentheses: to the left of Aj , and to the right of Ak.
9: Create new intermediate result matrix Akj , having dimensions aj , ak - 1, and

insert it at the end of LcolOrder.
10: Delete Ak and Aj from both LcolOrder and LrowOrder.
11: end while
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